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Abstract. Run-time dynamic adaptation is becoming a required feature for many different types of applications due to the overall complexity and distinction of environments where these applications run. SMART (State Model Adaptive Run Time), a new framework for the design of these adaptive systems, is presented here. SMART is based on the mathematics of control theory and system identification techniques allowing accurate predictions of constraint violations, such as memory overflow. Once a constraint violation is predicted, a functionally equivalent component that better copes with the resource under stress is selected. A swap to the selected component is done prior to the actual violation consequently increasing system robustness. Two examples of the application of SMART are presented to show the need and applicability of the framework. Experimental results with a prototype of SMART demonstrate the framework has an 86% accuracy in predicting and averting memory constraint violations for the first case study and a 95% accuracy for the second one. These results indicate the SMART Framework is feasible and has the potential to be a useful design solution for dynamic adaptable systems. Implementation issues such as the overhead in the prediction and run-time data collection are analyzed and improvements to the framework are proposed as future work.
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1. Introduction

In the past, software applications were designed to be executed on specific platforms/environments. As these environments were known a-priori, alternative solutions were hardwired to deal with the specifics of each environment. Nowadays, applications are expected to run in many distinct environments. In addition, some of these environments may not be known in advance. A question arises from this scenario: “How can we design software to cope with such dynamic environments?” Recently, dynamic adaptive systems have been proposed as a solution to
this problem. A dynamic adaptive system is one in which the system adapts itself at run-time according to changes in the environment [26].

When designing a dynamic adaptive system, new issues arise. For example, some of the inputs may not be observable such as the amount of unused memory available, the behavior is non-deterministic, the monitoring and control of the system occur continuously, and the adaptation of the system is at run-time rather than at compile-time [35].

Resource allocation has been the major technique used for dynamic adaptation. It has been applied to systems such as an operating system scheduling processes [39], QoS guarantee [30], and fault tolerance [24]. However, there is no room for reallocation when resources are not available. In this case, if an alternative functionally equivalent component that reduces the need for the scarce resource is available, a swap to this component would dynamically adapt the system to this new scenario and avoid potential failures. Therefore, adaptation can be based not only on resource allocation but also on the swap to alternative design choices that cope better with resource constraints. The expectation that the same application can be executed on very distinct platforms exemplifies this need. For example, web applications are now having to handle the problem of being used not only on personal computers, but also on cell-phones and personal digital assistants [14]. The capacity of these platforms range drastically from very powerful workstations to low memory, low performance pocket devices. The re-allocation of resources, performed by the operating system, does not appear to be a solution under such distinct scenarios. For example, a real-time operating system cannot do anything if an application requires 10MB of memory and the total available memory on the system is 5MB. An adaptive application should be able to identify such environmental constraints and swap to an alternative, though functionally equivalent, component that can be executed under the current conditions. The same adaptation approach can be used when run-time bottlenecks are predicted or detected. In addition, robustness can be improved if some properties of the alternative choices can be guaranteed, such as the maximum memory required under any scenario.
In this work we propose a new approach to the design of adaptive systems called the SMART (State Model Adaptive Run Time) Framework. SMART innovatively integrates two areas of leading edge research in software engineering. The first is the use of feedback control theory to support the continuous monitoring and control of the system in a dynamically changing environment [9]. The second area is the effective specification, matching, and selection of off-the-shelf (OTS) components. SMART provides a knowledge-based repository of components. The functional and non-functional behavior of the components are rigorously specified in the extensible markup language (XML); the system can run XML queries that identify a component (or set of components) that better suits the environmental changes predicted by a controller. Once identified, the components are swapped into the system.

This paper is organized as follows. An overview of control theory background is presented in Section 2. The objectives of the SMART Framework are presented in Section 3.1; the framework is described in Section 3.2. Two examples are used to illustrate and empirically evaluate the SMART Framework in Section 3.3. Implementation issues associated with the examples are presented in Section 3.4. After the presentation of related work in Section 4, the conclusions we have drawn regarding the SMART Framework and future work are delineated in Section 5.

2. Control Theory Background

Linear state feedback models have provided useful representations for large classes of engineering, biological, and social processes [11, 19]. In this section we present concepts and definitions of state models and system identification techniques that are the most relevant to our approach.

The general format of a LTI (Linear Time Invariant) state model is presented below:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{align*}
\]
where \( x(t) \) is the state vector representing the dominant variables characterizing the process; \( u(t) \) is the input signal; \( y(t) \) is the output/measurable variables; and \( A, B, C, \) and \( D \) are the coefficient matrices.

A model capturing the behavior of a system must be available if such system is to be controlled. A model that can capture the dominant behavior of different aspects of any adaptive system is unlikely to be statically created due to the variety of scenarios and environments where these systems execute. However, based on the observation of the behavior of a system executing in a specific environment a model can be dynamically customized for this scenario. Ljung states “System identification deals with the problem of building mathematical models of dynamical systems based on observed data from the system.” [29]

An adaptive system can be designed in such a way that any or some specific inputs/outputs are shared with other applications at the same time environment resources are monitored. Under this scenario, the ingredients to apply system identification techniques are present and a model can be inferred from the observations. A number of techniques, such as least-square and markov parameters [29], are available to identify state space models. In order to implement a fast prototype of SMART, the least-square identification procedure available in MATLAB was chosen; a concise description of this technique is presented below.

Let \( A, B, C, \) and \( D \) be the matrices in Eq. 1 as described earlier and organize them as indicated below.

\[
Y(t) = \begin{bmatrix} x(t + 1) \\ y(t) \end{bmatrix}, \quad \Theta = \begin{bmatrix} A & B \\ C & D \end{bmatrix}, \quad \Phi(t) = \begin{bmatrix} x(t) \\ u(t) \end{bmatrix}
\]

Using the definitions of \( Y(t) \), \( \Theta \), and \( \Phi(t) \) above, we can rewrite Eq. 1 as \( Y(t) = \Theta \Phi(t) \). The observation of the system resources and the inputs/outputs of the application are used to construct the vectors \( Y(t) \) and \( \Phi(t) \). Then, a least square approach as in Eq. 3 can be used to compute an approximation \( \hat{\Theta}_{N}^{LS} \) for the matrix \( (\Theta) \).

\[
\hat{\Theta}_{N}^{LS} = \left[ \frac{1}{N} \sum_{t=1}^{N} \Phi(t)\Phi^{T}(t) \right]^{-1} \frac{1}{N} \sum_{t=1}^{N} \Phi(t)Y^{T}(t)
\]
The matrix \( \hat{\Theta}_{LS}^N \) represents the approximation for the coefficient matrices \( A, B, C, \) and \( D \) in Eq. 1. They form the state model capturing the dynamics of the system under consideration. The state model is then used to predict and control the behavior of the system.

3. The SMART Framework

The SMART Framework is based on the use of control theory to manage the adaptation issues when resource constraints and multiple design choices are available. A linear approximation of the system resources and the application is expected to capture their dominant behavior. This approximation has been proven to be general enough for such representation [30]. After a model is specified, feedback control can be applied to predict and regulate (select alternative design choices) the behavior of the system.

3.1. Objectives

The overall goal of the SMART Framework is to provide an environment for the design of dynamic adaptive software which allows the use of multiple solutions based on system resources and constraints. The components used to build the alternate solutions may be available when the system is launched or included while the system is running. In either case, the swap from one set of components to another is done at run time. The assumption here is that the selection of a set of components is made that better uses the available system resources of interest (e.g., CPU, memory, bandwidth, etc) and therefore improves the overall quality of the system.

To accomplish this goal, the SMART Framework integrates two areas of leading edge research in software engineering. The first is the use of feedback control theory to support the continuous monitoring and control of the system in a dynamically changing environment. Although feedback control theory is well-known in a variety of engineering areas, its application to software engineering is relatively new [7, 11, 27]. The second area is the effective specification, matching,
and selection of off-the-shelf (OTS) components. SMART provides a knowledge-based repository of components. The functional and non-functional behavior of the components are rigorously specified; the system can run queries that identify components that better utilize a resource. Once identified the components can be swapped into the system to better meet the needs of the users. If these components are not yet integrated/loaded into the system, then the SMART Framework needs to make use of dynamic programming languages such as Java. The integration of these two areas of research are reflected in the architecture of the SMART Framework.

### 3.2. Architecture

As shown in Figure 3.1, the architecture of the SMART Framework is composed of the design option repository, actuator, pre-replacement, current component, system identification module, resource monitor, and controller. The architectural components and their relationships are described below.

![Figure 3.1: Overview of the SMART Framework architecture.](image)

**Design Option Repository**: This repository contains the components which are available to provide alternative design solutions. For example, if a system needs to multiply large sparse matrices, then two component choices may be available:
(i) a fast but high memory usage approach, and (ii) a slow but low memory usage approach.

Each component is formally specified to describe its functional properties, non-functional properties (e.g., CPU usage, memory usage, interface requirements, etc.), its composition (a component may be composed of one or more components), and the location of the code in the system. When the actuator queries the repository, the algorithm to determine the best possible matches also uses the resource constraints specified for the system.

The formal notation used to define the components is the Extensible Markup Language (XML) [3]. The advantages of using this notation include that it is straightforward to learn and that tool support such as parsers, editors, and browsers are available.

Each alternative solution (i.e., a collection of one or more components) must be smoothly incorporated to the system and therefore each component should be designed such that it can be integrated with the whole system without recompilation and relinking. Techniques such as structural conformance, delegation, and wrapping may be used to achieve this goal [18].

**System Identification Module:** In order to use control theory [19] one needs a mathematical model (i.e., a system of equations) that relates the inputs and outputs of the system. Since the components and their interactions affect the systems resources and, as a result, a specific model is unlikely to accurately capture the dominant behavior of all the components. However, system identification techniques [29] allow for the dynamic determination of tailored models for a specific component/system.

This part of the SMART Framework is similar to the work done for autonomous agents [28]. By observing the output from the Software Product (component) and the systems resources provided by the **Resource Monitor**, the **System Identification Module** relates them to the input and creates a state model (**Controller**) that captures the dominant aspects of this relationship. The precision of the model increases as more data (input, resources, and output) become available and the **Controller** is updated.
Controller: The controller predicts when a bottleneck constraint is expected to occur and determines the latest possible binding time to correct the problem. This prediction allows for the minimization of the overhead costs associated with component swap. The controller uses the resource constraints and the current state of the system to make this prediction.

Resource Monitor: The resource monitor represents an auxiliary tool that monitors the resources of the environment and sends this information to the Controller and the System Identification Module.

Current Component: This block represents the current design choice that is running. It receives the input and passes information (output) to the Controller and the System Identification Module.

Actuator: The actuator selects one of the design options provided by the design option repository. The selection algorithm uses the desired system requirements from the controller that should be met to achieve the system’s integrity, performance, and consistency. The notation used to query the Design Component Repository is XML SQL [32].

Pre-Replacement: This pre-replacement module prepares the component selected by the actuator to replace the current one. It inserts any necessary glue code and links it to the component. The Pre-Replacement then waits for a signal from the controller determining the exactly time when the swap should occur. This technique improves the performance by preparing the component in advance.

A prototype of SMART has been implemented using MATLAB scripts for the system identification module and the controller. The design option repository has been specified in XML. The resource monitor and the actuator are implemented in C.
3.3. Application and Evaluation

Two case studies are presented next. In both cases a trade-off between execution time and memory usage can be clearly identified. The case studies demonstrate that the need for an adaptive framework like SMART exists whenever there are constraints associated with design choices.

3.3.1. Case Study I: Matrix Multiplication

In this example, a system needs to perform a sequence of square matrix multiplications; the matrices are highly sparse (i.e., 5%). There are two components available (Figure 3.1: Design Options Repository) to perform the multiplication of the matrices:

- $C_1$: this component is designed to have high performance (i.e., it is fast) but demands high memory usage. It is implemented by allocating a two dimensional array for each matrix.
- $C_2$: this component is designed for low usage of memory and therefore does not have good performance under certain scenarios. It is implemented by allocating a one dimensional array of pointers for each matrix; these pointers reference a linked list of non-zero elements for each row in the matrix.

A trade-off between memory usage and performance can be inferred from the description of the components $C_1$ and $C_2$.

A sequence of experiments has been conducted as a first step in the validation of the SMART Framework. Scenarios with a variety of sequential and concurrent launches of components $C_1$ and $C_2$ have been analyzed [8]. Due to space constraints, only the results of the scenarios described below are presented here. These scenarios are designed to measure the memory, CPU time, accuracy of the framework, and the impact, if any, the implementation language (C++, Java) has on the behavior of the components.

The expectation is that the use of C++ makes the trade-off between memory use and performance more distinct while still allowing runtime adaptation. That
is, the loaded components can be used for runtime adaptation but the insertion of a new component requires recompiling and linking the application.

The alternative use of Java as the programming language makes it possible to insert a new component at runtime through its dynamic loading properties. However, a quantitative analysis of the impact of the Java garbage collector on the accuracy of the framework is defer to future work. The expectation is that some delay in releasing the unused memory results as memory usage increases for component $C_2$.

**Experimental Scenario I (C++)**

In the first scenario, the components are implemented in C++ and are executed sequentially. The example system, launched as a single process, initially executes component $C_1$ by default (Figure 3.1: Current Component). The system performs 20 iterations of the following calculations: the system executes a sequence of square matrix multiplications of order $n$, where $n$ ranges from $n = 400, 430, 460, \ldots, 670, 700$; this sequence of calculations is repeated three times.

The use of system identification techniques (Figure 3.1: System Identification Module) in the framework to produce a linear state space model (Figure 3.1: Controller) for changing environments allows the prediction of the future behavior of the application. A horizon of seven steps ahead is used to predict the behavior of the components. The constraint on the system that needs to be monitored and controlled is the memory utilization. Here, the constraint is that the memory use must not exceed a specified threshold of memory usage (Figure 3.1: Resource Constraints).

As the system is executing, the framework’s prediction capabilities are used to make the swap to execute component $C_2$. The swap (Figure 3.1: Actuator + Pre-Replacement) from one component to another may occur at any time. If a prediction that the threshold constraint will be violated, the current multiplications are aborted for component $C_1$ and start over using component $C_2$. It should be clear that robustness and not performance is the major goal for this scenario.
Additionally, to make the experiment more realistic, the memory threshold changes randomly at runtime ranging from 3.5% to 5.5% of overall memory use. This changing threshold emulates an environment in which processes are being continuously created and terminated.

Figure 3.2 shows the results for the first scenario where it can be seen that the threshold is changing dynamically (this is the heavy-dashed line near the top of the Figure). The framework’s predictions of memory usage are in the light-dashed line; the actual memory used is in the solid line. Memory usage is collected by the Resource Monitor from Figure 3.1.

An interesting result demonstrating the prediction of a memory constraint violation, swapping from component $C_1$ to $C_2$ (which uses less memory), and the resulting aversion of the constraint violation near the time $t = 470$ seconds is shown in Figure 3.2. We zoom in on this region of time and illustrate it in Figure 3.3.

At time $t = 470$, the actual memory use is 4.3%; the prediction made is that the system is going to (in seven steps) violate the constraint of crossing the threshold of 4.5% of memory usage. At this point, $C_1$ is swapped out for component $C_2$. As a result, the threshold is not exceeded and the system complies with its constraint. An increase in the robustness of the application can be inferred from these results.

As the 20 iterations of the matrix multiplication sequence are executed, an average of 9 swaps per iteration between components $C_1$ and $C_2$ is measured. The
swap to an alternative component has prevented memory overflow according to the threshold constraint in 86% of the cases. These results are discussed in Section 3.4. The 86% success rate is a good indication of the potential of the framework proposed here.

Experimental Scenario II (Java)

The purpose of this scenario is to measure memory usage and CPU time for the components and allow a comparison of the behavior of these components, written in Java, with the components written in C++.

In the second scenario, the components $C_1$ and $C_2$ are implemented in Java and are sequentially executed. The following calculations are performed: the system executes a sequence of square matrix multiplications of order $n$, where $n$ ranges from $n = 300, 330, 360, \ldots, 580, 610$; this sequence of calculations is repeated four times. The range is reduced in comparison to the previous scenario, in anticipation of a large amount of CPU time expected to execute the matrix multiplications.

Figure 3.4(a) presents the performance results with respect to the order of the matrices. According to the collected data, the performance of the JAVA components demonstrate the Java version of $C_1$ uses approximately 16 seconds to
calculate a matrix multiplication of order 400, whereas the C++ version uses less than 2 seconds. The slower performance of the Java components in comparison to the C++ components is an expected result. Also, in another scenario [8] where the Java versions of $C_1$ and $C_2$ were executed concurrently, $C_1$ was five times faster than $C_2$ but was only 10% better when the two components were launched sequentially as Scenario II. As expected, the behavior of equivalent components implemented using different programming languages impacts the performance and consequently the control of an application.

If we assume a deterministic behavior for the scenarios described above, then their observed results could lead to the specification of a static controller for the two components. However, such controller would, most likely, not be useful when considering other scenarios such as the simultaneous execution of $N = 3, \ldots, 10$ processes using one of the two design choices. Another situation to consider would be the addition of a third design choice. In any of these cases the controller would need to be tailored to fit the distinct scenarios. A dynamic self-tuning mechanism for the controller would avoid its re-definition in both cases.

Furthermore, without a complete knowledge of all the elements executing in the system at the same time, we cannot make the assumption of a deterministic behavior for the components and therefore, a scenario may produce different results...
at different times. Again, a run-time self-tuning mechanism for the controller appears to be the solution to handle such dynamically changing environment.

The memory use of the Java components yielded interesting results. In Figure 3.4(b), the memory use associated with $C_2$ oscillates as the execution time progresses. This corresponds to changes in the order of the matrices. In contrast, the memory use tends to stabilize at a certain level when it is associated with component $C_1$.

In addition, when the components are implemented in Java instead of C++, the memory used by $C_1$ does not drop even when repeating the cycle by re-starting with matrices of order 300. The Java garbage-collector, even when explicitly invoked, does not free all the unused memory for component $C_1$. The same is not true for component $C_2$ where the garbage collector is more effective. The measurements indicate that the dynamic allocation of memory is the reason for such behavior.

The examples presented in this case study are useful in identifying some of the issues to be addressed by the SMART Framework. It also serves to show the applicability of the framework. More experiments are being designed and run to provide additional evidence of the applicability of the SMART framework. Recently, a data persistence case study has been investigated. A summary of this example is provided below.

### 3.3.2. Case Study II: Data Persistence

The SMART Framework has also been recently applied to an example system that uses a data persistency service. The selection of a persistency service is a decision that may affect the performance, memory requirements, data integrity, and other non-functional behaviors of a system. Persistent data are, simply put, data that exist after a program executes. Commonly, the data are saved in a file or a database on disk. The data persistency service provides a mechanism to save the data; there are numerous algorithms available. The algorithms differ in response time performance, data integrity, and the amount of temporary data storage (TDS) memory needed. The algorithms are presented in the context of a data service architecture [20]. The sequence of events to retrieve an entity into the TDS begins
with a client request. Here, a client is another module or subsystem that needs to use the data service. If the entity is in the TDS, then it is returned to the client. Otherwise, a request is made to retrieve the entity from the persistent data store and store it in the TDS. The entity is located and retrieved, likely in an optimized form (e.g., compressed, encrypted, fragmented, etc.) and converted into a form suitable for the TDS (e.g., uncompressed, decrypted, defragmented, etc.) and ultimately, the requesting client. When the entity needs to be saved to disk, the converters transform the TDS entity into the optimized form and determine where to save it. Eventually, the TDS entity is removed.

We present two options that are used to represent some interesting non-functional trade-offs for memory, response time performance, and data integrity. We recognize that there are many possible data service algorithms, for example, those that utilize established caching algorithms such as least recently used, least frequently used, etc. Additional options are going to be investigated in future work.

The first option (component $P_1$) uses an algorithm which involves saving an entity immediately after modifying it, like a write-through caching algorithm. However, once the entity is saved, it is not kept in the TDS. When a client request is made for an entity, $e_i$, the TDS requests the entity from the Persistency Data Service (PDS), $e_{iPDS}$. The entity is located, retrieved, converted, and the TDS is updated to include the entity, $e_{iTDS}$. After the entity $e_{iTDS}$ has been modified, then it is converted into $e_{iPDS}$, the location is determined, and the entity $e_{iPDS}$ is stored. When the application terminates, the resources for entity $e_{iTDS}$ are released. In summary, this option provides a solution that can be characterized as low memory, slow response time performance, and high data integrity.

A second option (component $P_2$) uses an algorithm that saves all modified entities in memory to disk periodically; the entities remain in memory after being saved. When a client request is made for an entity, $e_i$, the entity may or may not be in the TDS. If it is, then the entity is simply returned to the client. Otherwise, the TDS requests the entity ($e_{iPDS}$) from the PDS. The entity is located, retrieved, and converted. The TDS is updated to include the entity, $e_{iTDS}$, and it is returned to the client. The entity $e_{iTDS}$ may be accessed or updated multiple times without being saved to the PDS. Here, a periodic timer determines when modified entities
in the TDS are converted, locations determined, and stored in the PDS. When the application terminates, if entity $e_{TDS}$ has been modified, then it is converted, location determined, and stored as $e_{PDS}$. Subsequently, the resources for each entity $e_{TDS}$ are released. In summary, this option provides a solution that can be characterized as high memory, fast response time performance, and moderate data integrity.

Each solution is evaluated by running the component and gathering data about the solution (e.g., how much memory it uses, how much time is used, etc.) for a specific environment.

An application, which uses a data persistency component, adapts to the changing amount of memory in the environment. When the amount of available memory is low, component $P_1$ is a better choice, while $P_2$ is a better choice when more memory is available. Furthermore, let us assume that the application has a memory constraint that limits the use of component $P_2$. Let us arbitrarily define a 7% memory threshold that if crossed would cause the crash of the application. Under these conditions, the two possible swaps are:

- Swap from $P_2$ to $P_1$: occurs once a memory usage of 7% or more is predicted by the SMART Framework.
- Swap from $P_1$ to $P_2$: occurs when more than 5% of memory is available in the system.

The persistency service application have been executed over a period of 8.601 hours with a total of 1812 swaps (906 from $P_2$ to $P_1$ and 906 from $P_1$ to $P_2$). Out of 906 swaps from $P_2$ to $P_1$ to avoid violating the constraint, only 37 were not executed in time, i.e., the memory threshold was crossed in 4.08% of the swaps from $P_2$ to $P_1$ (refer to Section 3.4 for details). This would hypothetically crash the persistency service application, but for experimental purposes, only the number of failed swaps are recorded.

### 3.4. Implementation Issues

In the examples presented in Sections 3.3.1 and 3.3.2, memory overflow with respect to a predefined threshold occurs in some cases. However, in almost all
such cases memory violations are not due to wrong predictions but due to late reaction time. That is, SMART has predicted the constraint violation before it happened but due to a delay in the swap, the violation occurred. Possible reasons for the delay include (a) the overhead of running the MATLAB environment and the monitoring process, (b) the overhead in the communication between the MATLAB scripts (for the system identification and the controller) and C threads (for the actuator and the resource monitor), and (c) the scheduling of the “Actuator” thread.

The scheduling problem and the communication overhead can be minimized by the use of inter-process communication. The overhead in the prediction could be also minimized by having a compiled version of the MATLAB scripts. However, not all functions in the scripts can be converted to C code, mainly the methods in the System Identification Toolbox. A partial solution to decrease the overhead is the decomposition and conversion of only parts of the scripts to C code. Another alternative to decrease the number of violations is to increase the number of steps ahead used in the prediction. This would give more reaction time to the application. On the other hand, the accuracy of the predictions decreases as the number of steps ahead increases and a better synchronization algorithm is needed to avoid premature swaps.

We have noticed that the task of reducing the overhead to a minimal level can lead to a potential limitation in the use of the SMART Framework. When a prediction needs to be made for a very short time ahead, say less than $\xi$ milliseconds, the overhead in the framework may not allow the swap between the current component and the component that should be used to be completed in such a short time. As a result, some system constraints may be violated. Though better implementation and design choices can reduce the overhead, it is still premature to determine a value for $\xi$.

The memory required by SMART could be a problem for low memory platforms such as many embedded applications. A compiled version of the MATLAB scripts can drastically reduce the memory overhead to a level that becomes almost insignificant when compared to the memory required by the application. However,
this is restricted by the capability of compiling the system identification functions in future releases of MATLAB.

There is also another challenge in using SMART. The techniques for identifying state space models are available and have been successfully applied \[10, 30\] to the calibration of many different types of systems under distinct scenarios. However, it is not clear whether the use of one specific technique, for example, the least square approach, can produce reasonable results for different applications and systems. As a result, it might be necessary to apply the SMART Framework recursively to select appropriate calibration techniques/procedures for different scenarios based on the available data and system/resource constraints.

4. Related Work

The SMART Framework is an adaptive approach based on the selection of components available in a repository. Therefore, the work most related to SMART, adaptive systems and component-based architecture, is described next.

4.1. Adaptive Systems

Self-adaptive systems has been proposed for specific domains such as QoS \[39, 30\], ad-hoc network management, traffic control, and signal processing \[8\]. The world wide web has also been the focus of the use of adaptive techniques at “interface” level as well as at a lower level \[8\]. Approaches that are not domain specific have also been proposed \[14\]. Many of successful approaches are based on the sound theory of feedback control \[8, 30, 39\]. Decision theory is another technique used in adaptive systems. Uncertainty has common place when dealing with adaptive systems; and decision theory provides mathematical tools, such as game theory and subjective probability, to address decision making problems under the presence of uncertainty.

A large body of methods has also resulted from the Dynamic Assembly for Systems Adaptability, Dependability, and Assurance (DASADA) sponsored by DARPA \[15, 21, 41\]. Though an overlap can be identified between many DASADA
projects and SMART, the predictability feature presented by SMART clearly distinguishes it. A large part of the DASADA projects focuses on self-healing techniques while SMART focuses on preventing the errors (related to non-functional requirements) from occurring in the first place. The concepts of probes, gauges, and events, among others and the corresponding techniques developed by the DASASA projects are of extremely importance for this project and are being further investigated. It is clear that the DASADA projects and SMART complement each other.

Next, a brief description of three distinct adaptive techniques is presented. They are selected as representatives, among a multitude of other approaches [8], due to their relation to the SMART Framework. Containment Units approach has a similar goal of designing/specifying adaptable components while the QoS framework uses a similar, control theory technique that is applied in SMART.

4.1.1. Containment Units

A Containment Unit is basically a module that implements some functionality. The basic difference between a Containment Unit and a regular module is that the first is also defined according to nonfunctional requirements, such as time, memory, and sensors [14]. The interface of a Containment Unit is defined by a tuple \((F,R,CP,FC)\). The functional requirements are represented by \(F\) and the nonfunctional by \(R\). The expected input and output, including internal faults is represented by \(CP\) (Communication Protocol). External faults due to operational components but that are handled inside the Containment Unit are specified in \(FC\) [14]. The architecture of a Containment Unit is composed of an “Operational Component”, an “evaluator”, a “change agent”, an “Adapter”, and an “Implementation”. A Top component initializes the unit and manages the communication protocol. A set of operational components provides the functionality of the Containment Unit. The Evaluator monitors the performance of the operational components in order to ensure that the specification of the Containment Unit interface is satisfied. When the Evaluator determines that the unit is not performing according to the specification, the Change Agent is in charge of selecting a different operational
component that better copes with the current resources. Another alternative is the re-allocation of resources to match the current operational component [14].

4.1.2. Adaptive Control Framework for QoS

The work done on adaptive systems for QoS guarantees [30] is based on the application of control theory aspects with an automatic adjustment of the controller by means of system identification techniques. A pole placement adaptive control technique is used to overcome the restrictions of a static designed controller. The goal is to maintain a specified target hit ratio performance by adjusting storage allocation. As can be observed in Figure 4.5, the Automatic Model Estimator uses the system input and output to update the controller. The Controller monitors the system and signalizes the Actuator, when necessary, to re-allocate resources.

The SMART Framework has a similar architecture to the one presented by Lu and Abdelzaher [30]. Both approaches are based on control theory and on automatic tuning of the controller. SMART differs from the QoS framework by adjusting the system not based on resource allocation but on swapping to a component that provides the same functionality but better copes with the environment status. Also, as described in Section 5, SMART is a more generic approach by allowing the specification of the system constraints and their relation to the alternative choices.

![Figure 4.5: Adaptive Control architecture for Cache QoS Guarantees [30].](image)
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4.1.3. Chameleon

Though specific to fault tolerance, Chameleon [24] is a good example of an adaptive system designed for the use of COTS (Component off-the-shelf). The adaptive structure of Chameleon is based on three different types of components: managers, daemons, and common. These components control all the operations in Chameleon and are named ARMORs (Adaptive, Reconfigurable, and Mobile Objects for Reliability). Chameleon is initialized through the invocation of a Fault Tolerance Manager (FTM), which invokes two other ARMORs to handle communications and failure detection. A redundant FTM is also created to increase dependability.

Users submit applications and associated availability requirements to Chameleon. The FTM is in charge of selecting an appropriated “fault tolerance execution strategy” [24] to cope with the specified requirements. This strategy is not fixed and can be easily reconfigured. An ARMOR manager is responsible for the execution of the selected strategy guaranteeing the availability requirements.

4.2. Component-Based Architecture

The issues involved with developing a complex system with OTS components are extensive; they impact almost every aspect of software development including the requirements specification, architecture, implementation, testing, maintenance, OTS selection and evolution, project management, cost estimates, licensing, etc. Specific solutions have been proposed to address how to evaluate, specify, select, and compose OTS components. A survey of work in these areas is available in [8].

As work has progressed in the area of COTS research, specific solutions have been proposed to address some of these issues. Solutions to the problems of how to evaluate [4, 5, 17], specify [1, 33, 37], select [5, 6, 46, 34, 36], and compose [2, 42] OTS components have been proposed in the literature. Methodologies to support these activities have also been described [13, 31]. Issues related to testing [22] and maintaining [12, 40] OTS intensive systems have also been presented.
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Repository based approaches, which address a collection of issues including the evaluation, specification, selection, and composition of OTS components, have also been proposed [38, 43, 44, 45]. As our research is most closely related to work focused on the design of component based systems using a repository, we present some of the proposed solutions in this area.

4.2.1. On-line Repository for Embedded Systems

A component-based approach to embedded software development called ORES (Online Repository for Embedded Software) [43] provides a repository of components and tools for component specification, composition, and analysis at design time. In this semi-automated approach, the developer interacts with the tools to create a component-based system. The ORES approach uses ontology based repository browsing. The components are stored in the repository using a hierarchy of domain, sub-domains, and packages. A document type definition (DTD) is used for information attributes definition and the extended markup language (XML) is used to specify the actual measurement data for each component. Due to the hierarchical nature of the repository, a child node inherits the attributes from the parent and we can add or delete attributes to form its own set. The node information contains general information (identification, type, keyword list with weight, short description of the node), information pointers (pointers to file names for modules of code or documentation), and properties (reliability, portability, resource requirements, etc.)

4.2.2. K-BACEE

The Knowledge-Based Automated Component Ensemble Evaluation (K-BACEE) approach [38] is a partially automated, knowledge-based approach to evaluating ensembles of components within the context of a system requirements specification (SRS). K-BACEE emphasizes the identification and selection of ensembles, or groups, of components to satisfy the requirements of a system. The main activities include the iterative development of an SRS, identifying individual components that meet the SRS using queries, identifying ensembles of components that
are compatible using integration rules, defining functional and non-functional attributes of COTS components, and defining the integration rules (i.e., rules that determine if components are compatible). The SRS defines the functional and non-functional requirements of the system. The attributes of the COTS components define its functional behavior and the non-functional characteristics that impact compatibility with other components, for example, the protocols supported or the implementation language of the component. The integration rules define how the values of component attributes affect their integration. The SRS, components, queries, and integration rules are stored in the knowledge base. A Java prototype of K-BACEE tool support has been developed, the requirements specification and components are defined in the extensible markup language (XML); queries are defined in the extensible query language (XQL). The integration rules are defined using an object-oriented rule-based programming language, JRules. Once the functionality and constraints of the system are defined, the SRS is manually converted into a series of queries on the component repository. Components that match the requirements specified in the SRS are grouped into ensembles by the tool support; their compatibility is evaluated based on the value of attributes and a repository of software engineering integration rules. The integration rules are executed to rank the ensembles; the ensembles are presented to the K-BACEE user for selection.

A general overview of the comparison of the adaptive and component based techniques is shown in Table 1. As can be observed, SMART has the strengths of both worlds, in particular the ability to predict, and therefore avoid, constraint violations.

5. Conclusions and Future Work

The objectives, description, and advantages of a new adaptive framework named SMART have been presented here. The overall goal of this framework is to provide an environment for the design of adaptive software which allows the dynamic use of multiple solutions based on system resources, component constraints, and user requirements.
### Table 1: Comparison of Adaptive and Component Based Techniques

<table>
<thead>
<tr>
<th>Techniques</th>
<th>SMART</th>
<th>QoS</th>
<th>Component Units</th>
<th>Choreleon</th>
<th>ORCES</th>
<th>K-BA/CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexibility</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Resource Allocation Based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Component Swap Based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Component Oriented</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dynamic Adaptation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Predictability</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Repository Based</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Specialized Domain</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Significant advantages of the SMART Framework include that it is domain independent and it supports the prediction of future behavior, which supports swapping components very efficiently. Based on its capabilities, the SMART Framework appears to be a more complete alternative for the designers of adaptable systems. SMART impacts not only on the way adaptive systems are conceived but also on the mechanisms used to control them. In addition to the advantages of many adaptive system approaches (self-adaptation, robustness, better resource usage, etc.), the SMART Framework provides two distinguishing features.

- **Flexibility**: The majority of the adaptive techniques are domain specific. This is due to the fact that partial or complete knowledge about the relationship of the inputs and systems resources have to be known a-priori. The
System Identification Module in the SMART Framework dynamically identify these relationships and therefore allows its application to a variety of different domains.

- **Predictability**: The availability of a state model capturing the dominant behavior of the system allows the prediction of future behavior. The time when changes are necessary can be predicted and the system preparation to swap to a new component can be done in advance resulting in an overall increase in the systems performance and robustness.

In the experimental evaluation, SMART successfully predicted and prevented memory overflow in 86% of the cases for the first case study and 95% for the second. This is a good indication of the viability and accuracy of the framework. Possible techniques that may be used to improve the accuracy of the framework include creating a compiled version of the MATLAB scripts in order to reduce processing delays. This feature is supported in the MATLAB tool and is going to be investigated in the next step of the work.

Additional verification of the SMART Framework is needed. In the next step of the work, SMART is going to be evaluated to determine how effective it is for applications that are distributed over heterogeneous platforms such as web systems. Experiments including the monitoring and control of multiple, concurrent processes for a variety of example systems are also planned.
References


[18] E. Gamma, R. Helm, R. Johnson, and J. Vlissides. Design Patterns - Elements of Reusable Object-Oriented Software. Addison-Wesley, 1995.


SIU 2004


SIU 2004


Authors addresses:

João W. Cangussu
Department of Computer Science
University of Texas at Dallas
e-mail: cangussu@utdallas.edu

Kendra Cooper
Department of Computer Science
University of Texas at Dallas
e-mail: kcooper@utdallas.edu

Eric Wong
Department of Computer Science
University of Texas at Dallas
e-mail: ewong@utdallas.edu

SIU 2004